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ABSTRACT 
Text Style Transfer (TST) retains semantic content while 
modifying stylistic features. Exploratory visualization of LLM-
generated TST via semantically aligned text visualization reveals 
advanced stylistic techniques such as use of metaphors. LLM style 
inquiry can be used to articulate advanced stylistic devices such as 
interjections, idioms and rhetorical devices and visually depicted as 
multivariate style heatmaps. 
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Index Terms: [Human-centered computing]: Human computer 
interaction (HCI)—Natural language interfaces; [Human-centered 
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[Computing methodologies]: Artificial intelligence—Natural 
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1 INTRODUCTION 
Text Style Transfer (TST) is a popular feature of Large Language 
Models (LLMs) such as ChatGPT, Bard or Cohere. The content 
stays the same, but the output has a textual style such as a pirate, 
film noir detective, sonnet or limerick. The last two are highly 
formalized with strongly structured requirements. The first two, 
however, do not have formal requirements: the research question 
is—what makes an LLM pirate sound like a pirate? Certainly, 
there’s more to a style transfer than appending words such as “arr!”. 

LLMs can be prompted, and responses compared, to see what is 
the same or different for slightly different prompts. Our 
contribution uses similar prompts, differing only by the character, 
to inspect what differs between characters. To assess what’s 
different, we use different visualizations; assess the results; then 
repeat with new hypotheses, new prompts and new visualizations.  

Our contribution includes: 1) semantic alignment to compare 
exact, similar and different content per character; 2) prompting 
LLMs for stylistic features of varying scope (e.g. words, rhetorical 
devices, character traits) per character; 3) visualizing those features 
as style rankings and heatmaps, to assess those techniques per 
character. Our overall findings indicate the LLMs provide styling 
beyond discrete words (such as idioms and rhetorical devices), can 
articulate these style characteristics, and these can be visualized.  

 

2 BACKGROUND ON STYLE TRANSFER 
Style transfer originated in image-based AI by applying a style 
image to a content image; e.g. applying a Kandinsky painting 

(style) to the Golden Gate bridge (content) results in a cubist-styled 
image of the Golden Gate bridge with the colors, shapes and angles 
of Kandinsky [1,2,3]. Graphical tyle transfer has been applied to 
many areas, including visualization; e.g. line styles in flow 
visualization [4] or pictorial visualization [5]. 

 

2.1 Text Style Transfer 
Text Style Transfer (TST) can be defined from a linguistics 
perspective as the distinction of semantic content from non-
functional linguistic features considered style [6]. Style consists of 
devices such as choice of words, metaphors, syntactic structures, or 
narrative devices (e.g. stream of consciousness, flashbacks, 
voiceovers) [7]. In computational models of TST, researchers 
acknowledge difficulty disentangling style from content [8]. 

Early TST research focused on general aspects of writing style 
such as formality, politeness, gender, humor, romance, bias, 
toxicity, simplicity, sentiment, politics or Shakespearean English 
[7,9]. Recently, TST has broader variety, e.g. particular qualities 
such as more comic or more melodramatic [10]; speaker identity, 
speaking style and prosody [11], narrow genres and authors [12], 
or narrow styles, e.g. romance novels or Taylor Swift lyrics [13,14]. 

Note that language-driven style transfer also applies to images, 
e.g. LDAST [15] or Adobe Firefly generative fill [16], wherein 
style-based textual prompts can be used to generate images or 
enhancements. 

 

2.2 Uses of Text Style Transfer 
TST has many potential uses, for example, to make bots appear 
empathetic, to assist authors with polishing writing, to aid non-
expert writers to better fit their audience, to debiaseonline text, to 
rewrite offensive language, to craft persuasive communications, 
and so on. For modelers, TST can aid adversarial model robustness 
probing, persona-consistent dialog, and anonymization [7,9] or 
help model users build better prompts to capture more nuanced 
style. Characterizing style can aid population segmentation, such as 
demographics based on content; for example, in social media 
women tend to use more emoticons and positive sentiment, while 
young people use more chat-specific language, and older people 
use more complex sentences [14]. Linguists may want to 
understand styles in the real world such as dialects or style drifts 
over time (real-world 16th century pirates do not talk like pirates in 
contemporary fiction). 

 

3 RELATED RESEARCH AND CHALLENGES 
TST in AI research often uses automated evaluation [8,9,12,14] 
using three key metrics: a) transfer style strength: e.g. via a 
separately trained style classifier, b) semantic preservation via 
semantic comparison methods such as BLEU; and c) more recently, 
fluency via separately trained language model to measure 
perplexity. These three characteristics [10] are proposed as their 
definition of computation style transfer; and then their model 
generates k candidate outputs, ranks these, and picks the highest 
score as the final output. 
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Human evaluation can be done via crowd-sourced rating of 
style transfer based on criteria (e.g. style strength, semantic 
preservation). Compared to automated techniques it can be flexible 
and comprehensive, but interpretation of text style is subjective and 
varies between individuals [9]. Note that automated evaluation has 
low correlation to human evaluation (and other sensitivities, such 
as the evaluation model’s training data) [7]. 

There are many challenges for modeling TST: 
• Disentanglement of content and style. The lack of

parallel corpus (i.e. datasets with the same content,
different styles, and appropriate labels) makes it difficult
to separate style from content [8] as there is no ground
truth (whereas this is easier with images, e.g. photo of
Eiffel tower, painting of Eiffel tower, and labels via
captions).

• Style interpretability. Computational evaluation has a
gap to linguistic definition of style (2.1) Toshevska et al
specifically “want to interpret the model in a way that we 
can identify the useful patterns and features that
contribute more to a better understanding and
generation of text.” [14]

• Prompt engineering. LLM output can vary significantly 
given minor variants in prompts. For example, [10]
provides various templates for prompt construction, e.g.
different delimiters and phrasing. One result of their
evaluations showed curly brackets and square brackets to 
delimit one-shot text examples yielded better results than 
other delimiters. Reif et al [12] experiment with variants
in training in prompt construction comparing zero-shot,
few-shot, and augmented zero-shot, showing improved
performance with the latter.

• LLM limitations make it difficult to rely on LLMs in
applications, for example, a) unexpected answers (by
misinterpreting the prompt); b) hallucinations (fabricated 
answers); c) inherent styles (there is no neutral style); d)
safety issues (e.g. answers or styles that may be racist or
sexist or misused for forgery) [9,12]. Also, Reif et al note 
“it is important to keep pushing these models to their
boundaries to see where they fail and where problems
arise, and specific use cases that show a broader range
of the model’s capabilities also show a broader range of
its failure modes.”

All the above point to requirements to more deeply understand 
TST to support evaluation, aid disentanglement, facilitate 
interpretability, assess output variation in relation to prompts, and 
bolster assessment of TST reliability. 

LLM Visualization: Beyond TST research, there is 
visualization research of text generation AI. Some visual analytics 
focus on the internals of the LLMs, such as attention of individual 
nodes or the latent space of successive layers in the LLM 
[17,18,19]. Others focus on diagnostics of the LLM output [20,21]. 

4 EXPLORATORY PROTOTYPES 
In our approach, we want to understand the linguistic 
characteristics of style as generated by the LLM, either by 
inspecting the LLM output or directly prompting the LLM 
regarding the style in question, such as the style of a pirate, a 
detective, or Ned Flanders. This is a kind of exploratory 
visualization, to explore both the data and the possible visual 
representations that aid in revealing style. 

4.1 Visualizing Semantic Alignment 
Previously Zhu et al [13] aligned movies to books based on 
matching dialogue.  

In our visualization sketch, a simple text prompt is used to create 
content e.g. “Please describe <popular book>” appended with a 
style request “in the voice, style and spelling of <character type>.” 
A simple example in Figure 1 shows two different LLM text 
generations of the same content (descriptions of Alice in 
Wonderland), but with different styles. Each style is in a unique 
color (blue and red), with each sentence one above the other and 
aligned on exactly duplicated text. Similar matching text varying in 
word order, verb tense, or pronoun substitution are also aligned. 
The exact match and similar matches are highlighted in grey and 
red respectively. This is similar to some diff tools for text 
comparison, although instead of side-to-side panels, we align each 
line of comparison text above each other to increase proximity of 
related text and facilitate comparison. We call this visualization 
semantically aligned texts. 

Note in Figure 1 how there is much text duplicated between the 
two styles. The first line is almost completely duplicated: Alice in 
Wonderland {is, it’s} like this {crazy, mad} story about {a girl, this 
bird} named Alice who falls down {a, this} rabbit {hole, ‘ole} and 
ends up in this {wild and} trippy world. 

Figure 1: Comparison of descriptions by two characters generated 
by an LLM. Exact matching text is highlighted in light grey. 

In the third line, there is similar text with minor variations, e.g. 
word order: a grinning cat vs. a cat that’s always grinnin’. 
However, there’s more alignment in non-highlighted text, for 
example, in the fourth line: It’s like “What kind of twisted stuff is 
this” vs. It’s a proper mind-bender. To an English reader, these are 
semantically the same, but completely different words and sentence 
constructions, not easily matched with traditional NLP tools. 

Attempting to scale this further to five different styles results in 
fewer exact matches (Figure 2). There is stylistically different text 
largely matching in semantic content that share no matching words. 
Further, these similar sentences may occur at different locations in 
the text and thus cannot be aligned. For example, these sentences 
occur in different locations for their respective characters: 

• Detective: But through it all, Alice kept her cool and
solved the case.

• Pirate: Alice be no fool, though, and she stands up to the
Queen with her head held high.

• Valley Girl: She's always like, “Whatever, I got this.”
• John Wayne: But Alice takes it all in stride and keeps on

keepin' on, like a true cowgirl.
• Ned Flanders: It's a real testament to her character, I

must say.



All these sentences indicate Alice’s perseverance, but use very 
different stylistic devices including metaphors, quotes, and asides. 

 

4.2 Word / Phrase Style Heatmaps 
Traditional NLP tools are not well suited to these kinds of linguistic 
traits, such as metaphors, quotes, and interjections. Instead of using 
the LLM to generate content and apply a style, the LLM can be 
queried to articulate the characteristics of a style.  As a simple test, 
we queried the LLM to list words associated with a style, such as 
the example in Figure 3. Twelve queries were used: what {nouns, 
verbs, adjectives, adverbs} are used when speaking in the voice of 
{a pirate, Ned Flanders, a hard-boiled film detective}. The 
resulting word lists are assembled in a table with cell color 
saturation indicating the number of words. As expected, pirates 
have words such as ahoy, booty, grog, avast, and—possibly 
unexpected—bootylicious. For pirates, ChatGPT provided a long 
list of adjectives and a very short list of adverbs; whereas Ned 
Flanders has a very long list of nouns. The detective has an equal 
number of words for each part of speech – which might be an 
artifact of ChatGPT’s responses and not meaningful. 

Word-based analysis has been a staple of NLP for the last decade 
(e.g. entity recognition, sentiment, emotion, n-gram analysis, etc.). 
LLMs are far more powerful, and a more relevant analysis for the 
variation in the style-text such as in Figure 2 is to query for literary 
devices that use many words, such as interjections, idioms and 
rhetorical devices, as shown in Figure 4. This results in longer text 
fragments such as Shiver me timbers! and Straight from the horse’s 
mouth. But the counts are similar and do not add much insight as a 
heatmap. Further, the responses for rhetorical devices are types of 
rhetorical devices, not examples. 

 
Figure 3: Nouns, verbs, adjectives, and adverbs used by pirates, Ned 
Flanders and film noir detectives. Pirate-style uses more adjectives, 
Ned has more nouns. 

Figure 2: Descriptions by five characters generated by an LLM. Exact matching text is highlighted in green, close in orange. 



Figure 4: Interjections, idioms and rhetorical devices by pirates, Ned 
Flanders and hard-boiled film noir detectives.  

4.3 Rhetorical Device Heatmaps 
Rhetorical devices are an interesting area to explore in more detail. 
Traditionally, metaphor detection in text has been difficult in NLP. 
In other research in our organization, we have started to use 
ChatGPT to identify metaphors in prompt text and the results have 
been promising.  

Here we do a two-step prompt. The first prompt is: What are the 
top five rhetorical devices used when speaking in the voice of {a 
pirate, Ned Flanders, a hard-boiled film detective}. We then take 
this output list of rhetorical devices and for each pair {rhetorical 
device + character}, prompt: What are examples of the rhetorical 
device of <device> when speaking in the voice of <character>. 
Interestingly, in the result sets, ChatGPT consistently used adverbs 

of indeterminate frequency (e.g. frequently, often, occasionally) to 
qualify how often the literary device is used by the character. As 
these adverbs are ordered (e.g. always > normally > frequently > 
often > sometimes > occasionally > rarely > seldom > never) they 
can be set to a visual attribute. In Figure 5, these adverbs are used 
to set hue (frequently green, often blue, occasionally purple). Rank 
is set to saturation (more saturation is higher rank). Rows are 
ordered by frequency, rank and uniqueness across characters.  

A few cells stand out: 
• Ned Flanders is unique in this character group for using

rhymes. Deeper inspection of the examples listed indicate 
Ned’s rhyme style tends to rhyme within a short distance
of words, e.g. “Hididdly-ho, here we go!” or “Golly gee,
can't you see?”

• The detective’s use of metaphors is uniquely green,
indicating that the device use is frequent. Examples listed 
include “The city was a cold, unfeeling mistress, its
streets paved with broken dreams.” and “The truth was
buried deep, like a body in an unmarked grave.” Note
that the latter example is a simile, not a metaphor,
indicating that perhaps ChatGPT can’t quite differentiate
between the two (but also note that similes rank
immediately after metaphors for the detective).

With regards to the indication that metaphor use by film noir 
detectives is frequent, the text in Figure 2 can be inspected 
revealing at least seven metaphors (e.g. Alice was a real piece of 
work, a dangerous dame with a short fuse), and asking ChatGPT to 
extract and explain the metaphors in the detective’s story itemizes 
twelve metaphors, including assessing some of the book’s narrative 
as metaphors, e.g. down the rabbit hole or grew and shrank in size. 
Furthermore, close reading of the examples indicates comparisons 
related to detective work: cold mistresses, buried in graves, fuses 
and so on.  

 Figure 5: Interjections, idioms and rhetorical devices by pirates, Ned Flanders and hard-boiled film noir detectives. 



A visualization that shows representative examples of the style-
text is required for close reading to see thematic words from the 
style domain (such as the detective) or the nuances of the style 
usage (such as Ned Flander’s rhyme pattern). 

 

5 DISCUSSION 
These prompts, visualizations, and analyses are exploratory 
design—that is, an investigation into the design space [22] of 
investigating text style transfer. LLMs provide a much more 
powerful tool for creation and analysis of TST, thus there is a very 
large underexplored TST visualization design space. Observations 
from the above visualization sketches suggest potential methods for 
extracting and organizing TST data from LLMs and questions for 
further design. 

 

5.1 LLM Prompting 
Insights and questions for LLM prompting include: 

• Semantic alignment of restyled texts is feasible using 
ChatGPT. Within a singular prompt-response-reprompt 
session in ChatGPT, the generated content was largely 
consistent and mostly maintained sequence. With other 
LLMs, the generated content could vary significantly 
between successive prompts.  

• Style inquiry can be used to directly solicit the LLM for 
stylistic properties. The simple prompt what <part of 
speech> are used when speaking in the voice of a 
<character> returned reasonably consistent results, 
although there is likely much more feasible with query 
refinement. Deliberate additions to the prompt, such as, 
verify the part of speech or itemize results in a decreasing 
ranked order did not create better results. Appending 
different structures to the prompt – e.g. as an ordered list, 
as a JSON list, or as an array, returned different numbers 
of list entries. 

• Style inquiry validation. Expecting an LLM to explain 
style is like asking the fox to guard the henhouse. 
Logically, the explanation from an LLM may be based in 
part on explanations in training data whereas the actual 
style in a style transfer may be based on styled content 
data. If there is a mismatch in the training data, the 
LLM’s explanation may not match the actual style 
transfer. There should be a close-the-loop post-process to 
validate the explanation.  

• Ordered words, such as adverbs of indefinite frequency, 
can be leveraged to use ordered visual encodings 
common in data visualization (e.g. hue, saturation, size, 
weight). Prompts can be enhanced to explicitly ask for 
ordered words in the generated response. Note some 
ordered words are well studied and have defined ordering 
(e.g. extremely > very > somewhat), whereas other word 
sets have an implied order that may not be defined (e.g. 
critical > key > significant > contributed). Additional 
testing may be required to validate the ordering.  

• Other quantifications of style might be feasible, e.g. 
over the course of a novel, the amount of pirateness 
might vary. An author may rely heavily on style when 
introducing a character but reduce the amount of style 
elsewhere to keep the plot moving quickly. Are there 
LLM prompts, or other means, to extract quantity of 
style? 

5.2 TST Visualization, Tradeoffs 
TST visualizations may have other alternatives than the semantic 
alignment and style heatmap shown. Both are text heavy, as the 
style is presented textually in the source data, but a wide variety of 
text visualization techniques are available and may be relevant (e.g. 
textvis.lnu.se [22]).  In particular, the latent space of style vs. 
content disentanglement suggests a possibility for a 
multidimensional reduction plot [23] or possibly mark-up to 
distinguish between degree of style vs. content [24].  

Tradeoffs and Mixing. Content preservation vs. style strength 
is a tradeoff. Are there interactive techniques to explore the degree 
of pirateness? Furthermore, style isn’t binary. Researchers are 
combining general styles, e.g. polite and woman. Is there an 
interactive explorable parameter space for combining styles and 
visual feedback? 

 

6 CONCLUSION 
Investigating the style content in text style transfer has not been 
deeply studied in LLMs. This initial exploration indicates that 
aspects of style transfer can be teased out of LLMs by 1) close 
reading of the styled output texts and 2) prompting the LLM to 
indicate style techniques with examples, which can be visually 
encoded and closely read.  While a visualization is presented here 
for each, these exploratory visualization designs will need to be 
redesigned to be relevant to the target user. 

Text style transfer is a powerful but dangerous tool, providing 
for much better content tuned for a particular community, or, for 
fraudsters to seamless mimic the speech patterns of a target mark. 
In both cases, deep inspection of style transfer devices and 
examples will be critical to tuning or detecting TST. 
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